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Developing spatially-explicit weighting factors to account for bias

associated with missed GPS fixes in resource selection studies

Stephen L. Webb, Matthew R. Dzialak, James P. Mudd & Jeffrey B. Winstead

Global positioning system (GPS) collars are prone to locational error and missed fixes caused by vegetation and
topography, meaning that locational error may be greater, or fix success lower, in certain habitats. These forms of error

can lead to bias associated with data loss or censoring. The goals of this paper were to: 1) estimate resource selection
functions using logistic regression to map probability of acquisition (Pacq) of a GPS location and subsequent censoring of
locational error in relation to landscape features and 2) develop a spatially-explicit map of weighting factors across the

landscape to avoid over- or underestimating resource selection. Female mule deerOdocoileus hemionuswere used as a case
example and to validate maps. Locational error and Pacq were influenced by vegetation and topography, thus
necessitating a means to weight the data. Applying logistic regression to quantify Pacq allowed an easy and

straightforward approach to mapping Pacq and subsequently, weighting factors (weight¼ 1/Pacq). Weighting landscape
characteristics improved validation of deer-occurrence maps compared to using the original, unweighted landscape
values. Using the best validating deer-occurrence map, we found that 87.5-90.2% of locations (N ¼ 1,043) from an

independent sample of deer (N¼ 4) occurred within the highest probability of use bin (; 20% of the landscape); 95.4-
96.9% of independent locations occurred within the two highest probability of use bins (; 40% of the landscape). By
accounting for, andmodeling, missed GPS fixes and locational error, we improved the predictive ability of maps based on
an independent sample of deer. Without correction (i.e. weighting) factors, the importance of habitat types and terrain

features may be over- or underestimated, which could have serious consequences when interpreting resource selection by
animals and developing management recommendations.
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Varying habitat types can impose analytical limita-

tions on the data when missing global positioning

system (GPS) locations are not random, meaning

that probability of acquisition (Pacq) of a GPS

location may be lower in certain habitats, resulting

in loss of data (Frair et al. 2004, Nielson et al. 2009).

The loss of data then creates a situation where

selection of resources by animals can be underesti-

mated for habitats where fix success is lower

(Dussault et al. 1999). Most often, a GPS fix is not

collected because terrain, slope or vegetation char-

acteristics can obscure the amount of available sky

between satellites and the GPS receiver incorporated

into the collar of the animal (D’Eon et al. 2002, Frair

et al. 2004,Cain et al. 2005, Sager-Fradkin et al. 2007,

Jiang et al. 2008, Bourgoin et al. 2009), and is
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influenced furtherbyactivityof the animal (Graves&
Waller 2006,Heard et al. 2008). Thus, researchers are
continuously seeking methods to reduce this form of
bias before conducting resource selection analyses.

Concomitantly, locational error (distance between
the estimated GPS location and true GPS location)
and quality of fix are also forms of potential bias
inherent in the collection of GPS data. Landscape
features can influence locational error and quality of
fix (Dussault et al. 1999,Girard et al. 2002), and these
forms of potential bias also can pose limitations on
analytical aspects of the data and the interpretation
of results. The two primary measures of fix quality
are positional dilution of precision (PDOP; measure
of the quality of satellite geometry and an overall
estimate of location error precision (Moen et al.
1997)) and whether the location was a two-dimen-
sional (2D; GPS location obtained using three
satellites) vs three-dimensional (3D; GPS location
obtained using� 4 satellites) location. To overcome
issues of locational error, which is influenced pri-
marilybyqualityof fix (D’Eonet al. 2002,Lewis et al.
2007), some researchers screen or omit locations
based on type of fix (2D vs 3D) or PDOP to reduce
these forms of bias (Moen et al. 1996, Dussault et al.
2001, D’Eon & Delparte 2005, Lewis et al. 2007).
Screening data has pros and cons. Screening loca-
tions can reduce positional error; however, it also
may lead to significant reductions of data,which then
can introduce additional biases into the analysis
(Lewis et al. 2007). Therefore, methods that seek to
account for biases in the data, while maintaining
sample sizes, are preferred over data screening
techniques. This concern motivated the research
presented here which aimed to advance methods by
which researchers may leverage data from GPS
collars placed at known locations throughout a study
area (i.e. test collars).Test collarswereused tocorrect
for potential biases associated with missed fixes and
locational error, thus allowing all empirical data
from that study area to be incorporated in subse-
quent analyses and spatial applications.

Ignoring missed GPS fixes, or not accounting for
locational error, can lead to an incorrect interpreta-
tion of results because relationships (positive or
negative) andmagnitude of coefficient estimates, and
statistical significance (P-value) can be affected
(Nielson et al. 2009). However, in most instances,
Pacq, locational error and/or fix quality (dependent
variables) can be accounted for before or during
analysis using correction orweighting factors when a
predictable relationship exists between landscape

features (independent variables) and the dependent
variables (D’Eon et al. 2002, Frair et al. 2004, Sager-
Fradkin et al. 2007, Wells et al. 2011). Based on
available data, we predicted that Pacq and locational
error were: 1) related to landscape features in a
predictable fashion and 2) could be modeled and
accounted for to reduce bias in the data before
analysis of resource selection. We set forth to use
inverse weighting (i.e. the influence of each GPS
location is weighted by the inverse probability of
having acquired the location, based on vegetation
and topographic features of the underlying raster
image cell values; Frair et al. 2004) to correct for
missed GPS fixes and account for locational error
(modeled as a missed GPS fix). Our objectives were
to: 1) determine how and what vegetation and
topographic features influenced Pacq and locational
error, 2) spatially depict Pacq (incorporating censored
data due to locational error thresholds) using logistic
regression to estimate resource selection functions, 3)
use inverse weighting of Pacq (weight ¼ 1/Pacq) for
each cell to correct for bias in missed fixes and
locational error, 4) use weighted geographic infor-
mation system (GIS) layers for a case study of
resource selection by a large ungulate (i.e. mule deer
Odocoileus hemionus) and 5) validate weighted maps
using an independent sample of mule deer (N¼ 4).

Material and methods

Study area

Our study area comprised ; 9,248 ha in south-
easternWyoming,USA, situated along theWyom-
ing-Colorado border. Most land (81%) was under
private ownership (7,504 ha), and, to a lesser
extent, under state (907 ha) or federal management
(Bureau of Land Management; 837 ha). Land use
was primarily rangeland grazed by cattle. No
paved road occurred within our study area; only
improved (use of heavy equipment to maintain
natural or exotic material on road surface) and
unimproved roads (heavy equipment was not used
to maintain roads).
Topography was variable, ranging from flat to

gently sloping grasslands, deep riparian gullies and
steep rock outcrops (see Appendix I). Elevation
ranged from 2,100 to 3,100 m a.s.l. and slope from 0
to 528. Five broad classes of vegetation/landscape
features occurred throughout the larger landscape
that encompassed our study area. These included
four vegetation classes (grassland, shrubland, ripar-
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ian and forest) and one landscape feature (rock
outcrop; Fig. 1). Predominant plant species included
mountain big sagebrushArtemisia tridentata vaseya-
na, antelope bitterbrush Purshia tridentata, alderleaf
mountain mahogany Cercocarpus montanus, skunk-
bush sumac Rhus trilobata, Saskatoon serviceberry
Amelanchier alnifolia, quaking aspen Populus tre-
muloides, willow Salix spp., rabbitbrush Chryso-
thamnus spp., alder Alnus spp., narrowleaf cotton-
wood Populus angustifolia and lodgepole pine Pinus
contorta. Average (1948-2010) minimum January
temperature was 12.78C, average maximum July
temperaturewas 26.88Candaverage annual snowfall
was 123.2 cm (Available at: http://www.wrcc.dri.
edu/; last accessed on 28 September 2011).

GPS collars

Capture and handling
Adult (� 2.5 years old) female mule deer (N ¼ 19)
were captured from 21 to 22 February 2011 using

helicopter and net-gun capture techniques, which
have been found safe for a wide range of ungulate
species with low direct and post-capture mortalities
(Webb et al. 2008). After capture, we manually
restrained the legs of the deer and fitted them with
blindfolds to reduce stress. We aged the deer
according to tooth replacement and wear techniques
(Robinette et al. 1957), measured morphometric
traits and body condition, and collected blood for
tests of pregnancy-specific protein B (BioTracking,
LLC, Moscow, Idaho, USA). Deer were fitted with
GPS collars (TGW-4583, Telonics, Inc., Mesa,
Arizona, USA) and uniquely-numbered ear tags in
each ear. GPS collars were equipped with Argos
satellite uplink capabilities (available at: www.
argos-system.org). Collars were programmed to
collect one GPS location every three hours (i.e. eight
locations/day). Data were transmitted via the Argos
system every seven days. Wyoming Game and Fish
Department approved animal capture and handling
protocols (Chapter 33 Permit #33-796).

Figure 1. Study area located in southern

Wyoming and northern Colorado that was

used to develop spatially-explicit landscape-

level weighting factors to correct for bias

associated with missed GPS fixes. Back-

ground vegetation types were classified using

Feature Analystt 5.0.
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Test collars
To determine the influence of vegetation and topo-
graphic variables on the probability of successfully
acquiring a GPS location and on locational error
(distance between true GPS location and estimated
GPS location), we placed 20 test collars (samemake,
model and fix acquisition schedule as listed above) at
known locations throughout our study area for 26
days (start date¼2April 2011 at 00:00; end date¼27
April 2011 at 21:00). During this time, collars were
capable of recording 4,160 locations. We distributed
test collars across three vegetation types (grassland:
N¼ 4, riparian: N¼ 5, shrubland: N¼ 3) and one
landscape feature (rock outcrop:N¼8)with variable
topography (i.e. across a range of elevations and
slopes). The areas selected for test collar placement
represented the range of values for each habitat type
used (Appendix II) by mule deer on our study area
during winter (21 February - 26 March), except for
forest which was not used by deer at the commence-
ment of this study. GPS collars were equipped with
ARGOS uplink, which we used to delineate a
boundary used by deer and within which test collars
were placed randomly (which represented the range
used bydeer). The sample size of test collars placed in
each vegetation or landscape was based on a qual-
itative assessment of deer locations around these
features (i.e. more test collars were placed in habitats
used most by deer, and in the habitats most likely to
influence fix success and locational error).

Covariate development

Vegetation mapping
Using a GIS, we developed a vegetation cover-type
map using high-resolution (1.0-m) imagery obtained
from the National Agriculture Imagery Program
(NAIP; U.S. Department of Agriculture, Farm
Service Agency, Salt Lake City, Utah, USA) and
Feature Analystt 5.0 (Visual Learning Systems, Inc.
2008) for ArcGISt 10.0 (ESRI, Redlands, Califor-
nia, USA). Feature Analyst (FA) uses hierarchical
learning and clutter removal algorithms based on
imagery characteristics such as colour, size, shape,
texture, pattern and spatial association.We conduct-
ed a supervised classification using delineated poly-
gons of known vegetation type that were heads-up
digitized by a researcher familiarwithour study area.
These polygons of known type were used as training
polygons in FA. The true-colour and near-infrared
bands were combined using FA, which resulted in
four spectral bands (i.e. red, green, blue and near-

infrared). We also specified the green spectral band
be used to develop a texture band. We used a 10-m
digital elevation model (DEM; available at: http://
rockyweb.cr.usgs.gov/elevation/dpi_dem.html) to
develop an elevation band, which finally resulted in
six bands (i.e. four spectral bands, one texture band
and one elevation band). FA uses a pixel classifier to
assign cell values based on a neighbourhood of cells
around an individual cell, which influences the ability
of the algorithm to correctly identify features. We
varied the resolution and pixel classifier pattern and
size combinations based on vegetation type. Before
running classifiers, we resampled vegetation cover
types that occurred over extensive areas (i.e. forest,
grassland and shrubland) to 2-m resolution and
vegetation cover types that were more restricted,
linear or irregularly shaped (i.e. riparian and rock
outcrops) to 1-m resolution.We used theManhattan
classifierpatternandawidthof threepixels to classify
extensive vegetation types. For more restricted
vegetation types, we used the Bull’s Eye II classifier
and a width of five pixels for rock outcrops and 31
pixels for riparian areas. We iteratively refined the
map by creating additional training polygons to
correctly classify features throughout the region-of-
interest. Finally, the clutter removal tool was used to
identify correct and incorrect features as an addi-
tional map-refinement technique. For more infor-
mation on using FA and its applications in resource
selection studies, refer to Visual Learning Systems,
Inc. (2008), Dzialak et al. (2011) and Webb et al.
(2011).

Topography and landscape features
We used GIS to map landscape, topographic and
vegetation features known or suspected to influence
probability of acquisition, quality of GPS fix or
locational error (Frair et al. 2004, Cain et al. 2005,
Sager-Fradkin et al. 2007, Jiang et al. 2008, Wells et
al. 2011), and behaviour of mule deer (Kufeld et al.
1988, Thomas & Irby 1991, Pierce et al. 2004, D’Eon
& Serrouya 2005, Sawyer et al. 2006, 2009). The
DEM was reclassified to 30-m resolution, and
covariates depicting slope and terrain roughness
were generated using the reclassified DEM. Slope
was measured in degrees and terrain roughness was
calculated as the standard deviation of elevation.
Terrain roughness was calculated at three spatial
scales: 90-m (3 3 3; number of pixel rows and
columns), 540-m (183 18) and 1,080-m (363 36).
We heads-up digitized features of the landscape at

a scale of 1:500 to 1:2,000 in a GIS by manually

260 � WILDLIFE BIOLOGY 19:3 (2013)

Downloaded From: https://bioone.org/journals/Wildlife-Biology on 19 Apr 2024
Terms of Use: https://bioone.org/terms-of-use



delineating roads (improved and unimproved), an-
thropogenic ground disturbance (buildings, houses
and structures; hereafter disturbance) and agricul-
ture fields using NAIP aerial imagery. To determine
the area disturbed by roads, we measured the width
(to nearest 0.01m) of 30 replicates for each road type
(improved and unimproved) occurring on our study
area using GIS (1:500 scale). Average road width for
improved roadswas 8.04m (6 3.72SD,0.46CV)and
4.14 m for unimproved roads (6 0.86 SD, 0.21 CV).
Thus,we set the buffer distance to4.02 and2.07m for
improved and unimproved roads, respectively.How-
ever, for the case study analysis of winter resource
selection by mule deer (see below), we only consid-
ered improved roads because most unimproved
roads received little use, except for a few days per
year. Before analysis, we converted vector layers for
vegetation (i.e. grassland, riparian, rock outcrop and
shrubland) and landscape features (i.e. roads, dis-
turbance and agriculture) to raster grids. However,
for this analysis, we did not include roads, distur-
bance or agriculture intomodels assessing locational
error or Pacq, or in inverse weighting of layers. These
layers were included into the case example of mule
deer winter-resource selection because they were
known or suspected to influence behaviour of deer.

Using Spatial Analyst for ArcGISt and the
Distance Toolbox, we calculated the Euclidean
distance from each grid cell (i.e. focal cell) to the
nearest neighbouring cell containing the respective
vegetation (i.e. grassland, riparian, rock outcrop and
shrubland) and landscape (i.e. agriculture, distur-
bance and roads) feature, unless the focal cell
contained the landscape feature of interest, in which
case the valuewas equal to zero.Thisprocess resulted
in seven separate raster layers (one for each land-
scape feature) containing distance values that would
later be combinedwith deer locations and randomly-
generated points. For example, if a deer location fell
within a cell containing no shrub (i.e. the feature of
interest) then the next closest cell classified as shrub
would be used to calculate a distance between the
deer location and the cell containing shrub. We
extracted distance values from all raster layers (N¼
7), in addition to slope (degrees) and roughness (SD
of elevation), to locations of test collars (N¼4,160),
GPS points of deer (N¼4,445), randomly-generated
points (N¼ 13,335) and the validation sample (N¼
1,043) using Spatial Analyst. The distance values
represented a continuous range of values for each
independent landscape feature in the model (i.e.
independent variables).

Test collar analysis

Vegetation effects on locational error andfixsuccess
Removing low-quality fix data likely introduces bias
into resource selection studies becausequalityof fix is
related directly to locational error (D’Eon et al. 2002,
Lewis et al. 2007), which was a primary motivating
factor for this work (i.e. to retain all empirical data
while accounting for biases). We used general linear
models (GLMprocedure in SASt 9.2, SAS Institute,
Inc., Cary, North Carolina, USA) to investigate the
effect of vegetation and topography covariates (in-
dependent variables) on locational error (dependent
variable) of test collars (see Appendix II). Specifical-
ly, wewere interested inwhether locational error was
non-random with respect to the landscape. We
modeled six covariates: slope (30-m), roughness
(90-m) and distance to grassland, riparian, rock
outcrop and shrubland. We assumed non-random
locational error when P � 0.05 for univariable
models of each covariate.
We also examined how vegetation and topograph-

ic features influenced Pacq (i.e. fix rate). We modeled
the six aforementioned variables using generalized
linear mixed models (GLMM; GLIMMIX proce-
dure in SASt 9.2) under a logistic regression frame-
work to model the probability of successfully
acquiring a GPS location in relation to vegetation
and topographic features (see Appendix II). Proba-
bility of acquisition was analyzed as a binary
response variable (1¼ successful, 0 ¼ unsuccessful;
see Appendix II) using a binary distribution and a
logit-link function. It iswidely known that fix success
is a form of bias, just as is locational error, but to try
to account for one type of bias (i.e. filtering based on
PDOP) can increase bias associated with missed
fixes. A novel element of this investigation involved
modeling locational error of a particular magnitude
as a missed fix, which allows both forms of bias to be
modeled simultaneously and in a similar fashion.
This enabled us to include data that traditionally
would be censored and excluded from analysis. To
incorporate traditionally censored data (i.e. loca-
tional error) into the logistic regression framework,
we modeled locational error data as an unsuccessful
fix (value¼0) at two levels of locational error:� 100
m and � 20 m (see Appendix II). This approach
avoids filtering empirical data to retain the largest
sample of GPS locations possible and, at the same
time, accounting for biases.
In this analysis, we created multiple functional

forms for the independent covariates that allowed for
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linear and non-linear (quadratic relationship and
log-transformation) relationships between covari-
ates and logit(Pacq). Quadratic terms (quadratic ¼
original2) were created for slope and roughness. We
natural log-transformed all distance variables (i.e.
distance to grassland, riparian, rock outcrop and
shrubland) to allow for a decreasing magnitude of
influence with increasing distance. To assure that a
natural log-transformation was not attempted on a
cell with a value ¼ 0, we added 0.1 to all original
values (new ¼ ln(original þ 0.1)). We used an
information-theoretic approach (Burnham & An-
derson 2002) to evaluate the independent covariates
and each functional form of the relationship. We
selected the most appropriate functional form for
each covariate using Akaike’s Information Criterion
(AIC), adjusted for small sample size (AICc; Burn-
ham & Anderson 2002). We retained the functional
form for each covariate with the lowest AICc for
inclusion into the full model that contained all six
covariates. We included collar identification as a
random effect, which estimates a population-aver-
aged estimate of Pacq, to account for repeated
observations for each collar and subtle differences
in collar orientation thatmay unknowingly influence
fix success.

Mapping fix success: individual vegetation layers
After conducting the logistic regression analysis of
the test collars, the coefficient estimates for the four
vegetation types (grassland, riparian, rock outcrop
and shrubland) and two topographic features (slope
and roughness) were used to map Pacq for each
respective vegetation type and topographic feature
using the raster calculator tool in SpatialAnalyst (see
Appendix II).We used the fittedGLMM to estimate
Pacq and tomap each respective layer (i.e. an inverse-
logit model). Pacq, for each vegetation type and
topographic feature, was mapped for each of three
scenarios: raw fix rate (i.e. the probability of acquir-
ing a fix as per the designated fix schedule), modeling
locational error� 20m as a missed fix and modeling
locational error� 100masamissedfix.The resulting
products (maps of Pacq for each vegetation type (N¼
4) and each topographic variable (N¼ 2) in each of
the three scenarios) will later be used to develop
weighting factors for use with empirical data.

Mapping fix success: composite map
As an alternative product, and for visual depiction of
fix success, we developed three maps that spatially
depicted Pacq across the landscape (Fig. 2) based on

fix rate and locational error (see above), and that
considered all vegetation and topographic layers
simultaneously (see Appendix II). The maps provide
a spatially-explicit representation of the probability
of successfully acquiring a GPS location with a high
level of accuracy (i.e. locational error; see Fig. 2).
Similar to mapping Pacq of the individual layers, we
used a resource selection probability function (Man-
ly et al. 2002) to map composite Pacq across the
landscape (i.e. an inverse-logit model).

Developing weighting factors
The last step of the test collar data analysis was to
weight the individual vegetation and topographic
(i.e. slope and roughness) layers. If unaccounted for,
a high Pacq will have more weight in an analysis
because GPS fixes had a high probability of being
taken in a particular landscape. However, this is
exactly what we wanted to avoid (i.e. using raw Pacq
to estimate resource selection of animals). If a
landscape has a low Pacq, that means there is a low
probability of getting aGPS fix, although the animal
could use that particular habitat a disproportionate
amount of time, and without any weighting, the use
of that particular habitat would be underestimated.
To weight the layers, we took the inverse (1/Pacq) of
the individual cell probabilities for each individual
layer thatwasusedduring the test collar analysis.For
example, a Pacq with perfect fix success would have a
weight¼1,but in a habitatwithonly a 0.1 probability
of acquisition, the newweight would be 10 otherwise
there would be a 10-fold underestimation of that
habitat type. We used the raster calculator tool in
Spatial Analyst to generate the weighted layers. We
used each individual layer to weight deer locations
because values for each layer were based originally
on values between zero and one. Using each individ-
ual layer gave the same number of weights to each
deer locationas thenumberof individual layers. Ifwe
had used the cumulative probability (Pacq)map, each
location would have been given only one weight.
Additionally, and most importantly, the cumulative
Pacq map has no underlying information regarding
the individual layers because it is a weight of all
layers. Therefore, this does not allow each covariate
(i.e. an individual layer) to be assessed in a resource
selection function analysis. All weighted values for
each layer were extracted to random and used deer
locations (after conducting a fractal analysis for use
with a discrete choice model) for a case study that
examined winter resource selection of mule deer (see
below; see Appendix II).
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Winter resource selection by mule deer: an
example

Fractal analysis
We estimated the spatial scale at which mule deer
perceived and responded to landscape features using
fractal analysis (Nams 2005, Webb et al. 2009,
Dzialak et al. 2011).Estimated spatial scale perceived
by mule deer was used to set the radius around the
used location for use with a discrete-choice model
and placement of random locations (see below). This
analysis involved using relocations to develop a
movement path for eachmule deer during winter (23
January - 30April, 2011) using fractal dimension (D)
to quantify tortuosity as a function of spatial scale,
and measuring the correlation in tortuosity between
adjacent path segments (Nams 2005). We used the
VFractal estimator in theprogramFractal 5.0 (Nams
1996) to calculate D. All mule deer were combined
into a single analysis where eachmovement path (i.e.
one path/mule deer) was treated as a replicate (Nams
1996).WeplottedDand correlation vs divider size to
detect changes in movement relative to spatial scale
(spatial scale being equivalent to the size of the
divider used to measure the movement path). The
plot of correlation vs spatial scale is most useful for
detecting patch size perceived by animals. Correla-

tion is positive when path length is below patch size,
negative at patch size and zero when path length is
larger than patch size (Nams 2005). Thus, we were
looking for negative correlations to identify per-
ceived spatial scale.

Correlation in tortuosity between adjacent path
segments first became negative between 251 and 293
m (median ¼ 272 m); 95% CI revealed correlation
remained negative through the largest spatial scale
(i.e. divider size) estimated (i.e. 1,160 m). Therefore,
we set the buffer distance around used deer locations
to 272m for instances wheremovement distance was
� 272m between successive locations. Otherwise, we
used 1,160 m buffer distances for records where
movement was between 272 and 1,160 m, and the
actual movement distance as the buffer distance
when movement was . 1,160 m.

Discrete-choice framework
We used a discrete-choice model (McCracken et al.
1998, Cooper &Millspaugh 1999,Manly et al. 2002,
Kuhfeld 2010) to estimate the probability of deer
selecting a particular resource as a function of: 1) the
attributes of the resource and 2) all other available
resources (see Appendix II). We matched each used
GPS location with a set of three random locations.
The discrete-choice framework quantifies a choice

Figure 2. Spatially-explicit depiction of prob-

ability of successfully acquiring (Pacq) a GPS

location based on raw fix success (A), and fix

success and subsequent removal of data

points with . 100 m locational error (B)

and. 20m locational error (C) as a function

of slope (%), roughness (SD of elevation at

90-m scale), distance (m) to nearest rock

outcrop and patch of grassland, and natural

log-transformed distance to nearest shrub

and riparian patch.
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made by an individual deer (i.e. used location)

relative to the three alternative choices that also were

available temporally and spatially but were not

chosen (i.e. non-used locations). Non-used locations

were drawn fromwithin a circular buffer centered on

the GPS location. The radius of the buffer was
defined uniquely for each deer and location, and was

based on the movement distance of the deer and

perceived spatial scale determined by fractal analysis

(see above; seeAppendix II).Weuseda stratifiedCox

proportional-hazards-likelihood-maximization rou-

tine using the PHREG procedure in SASt 9.2 (SAS
Institute, Inc. 2008, Kuhfeld 2010). Due to repeated

measures on the same deer, we defined the strata as

the location set (i.e. used locationmatchedwith three

non-used locations) nestedwithindeer identification,

which modeled the highest level of clustering by

computing a robust sandwich covariance matrix

estimate to account for the intracluster dependence.
Discrete-choice models were run for data extracted

from four scenarios; three with weighting and one

without weighting applied. We refer to these four

schemes as naı̈ve (original landscape data, no weight

applied), raw weights (considering only Pacq) and

locational error þ missed fix weights (two weighted
schemes based on Pacq and removal of locational

error. 100 and. 20m).Weanalyzeddata extracted

from the three weighting scenarios (see above), and

then compared these results to data extracted from a

naı̈vemap,without anyweighting, thatwas based on

the original landscape values.

Mapping animal occurrence
Based on the population-level coefficient estimates

from each of the four analyses (see above), we

mapped the relative probability of resource use (see

Appendix II) asdefinedbyManly et al. (2002; i.e. log-

linear model). After mapping relative probability of

use for the four maps, we calculated quantiles that
placed data into five equal-sized bins (highest, high,

moderate, lowand lowest); eachbin represented20%

of the landscape.These fivebinswereused tovalidate

maps using an independent validation sample of deer

(see below).

Map validation

We validated the naı̈ve, raw weight and locational

errorþmissedfixweight (at. 100 and. 20m error)

maps of deer occurrence (see Appendix II) by

plotting locations from an independent validation

sample of deer on eachmap.We used the percentage

of locations occurring in each bin as a means of

assessing the validity of howwell eachmodelmapped

spatially. In addition,weused thepercentages in each

of the five bins (1-5) to test whether the percentage of

validation points that occurred within each bin

increased monotonically with bin rank using Spear-

man rank correlation (Zar 2010) implemented in the

CORR procedure of SASt 9.2. The validation

sample consisted of 1,043 locations from four female

mule deer.

Results

Test collars

Test collars (N¼20) were capable of recording 4,160

GPS locations over the 26-day deployment period.

During this time, 119 GPS fix attempts failed,

resulting in an overall probability of acquisition of
97.14% (Table 1). Probability of acquisition ranged

from 93.1 to 100% (mean: 98.2%) across the four

vegetation types (see Table 1).

Locational error and fix success

Locational error was related positively to slope (in

degrees; t4039¼ 4.25, P , 0.001), roughness (SD of
elevation; t4039¼ 5.64, P , 0.001), distance to rock

outcrops (t4039 ¼ 7.79, P , 0.001) and distance to

shrubland (t4039¼ 5.92, P , 0.001); as each of these

Table 1.Probabilityof successfully acquiring (Pacq) aGPS locationusing test collarsplaced throughout the studyareausedby femalemuledeer
in southernWyoming and northern Colorado during winter (January-April 2011). Sum (’Total’ and ’Missed’) and average (Pacq) values are
given in the last row of the table.

Habitat Total

Raw data Error . 100 m Error . 20 m

Missed Pacq Missed Pacq Missed Pacq

Grass 832 2 0.998 4 0.995 26 0.969

Riparian 1040 2 0.998 6 0.994 18 0.983

Rock 1664 115 0.931 171 0.897 378 0.773

Shrub 624 0 1.000 2 0.997 11 0.982

Sum/average 4160 119 0.982 183 0.971 433 0.927
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features increased in value, so did locational error.

There was a negative association between locational

error and distance to grassland (t4039 ¼ 3.05, P ¼
0.002) and distance to riparian (t4039 ¼ 4.56, P ,

0.001) vegetation types. Because locational error was

not random with respect to vegetation types, we

censored data (i.e. modeled locational error as a

missed fix) based on locational error. 100 and. 20

m. Censoring data based on error, resulted in

pseudo-acquisition rates ranging from 89.7 to

99.7% for . 100 m error (mean: 97.1%), and 77.3

to 98.3% for . 20 m error (mean: 92.7%; see Table

1). Subsequently, we used these pseudo-acquisition

rates to map Pacq across the landscape and to weight

feature layers in GIS for use with an empirical data

set of female mule deer locations during winter.

After censoring locational error and considering

these data as a failed GPS fix, we modeled Pacq in

relation to slope (degrees), roughness (SD of eleva-

tion) and distance to shrubland, rock outcrop,

riparian and grassland. Probability of a successful

acquisition was related, consistently and positively,

to slope and distance to rock outcrop (Table 2).

There was also a consistent negative relationship

between acquisition of a GPS location and rough-

ness, and distance to riparian and grassland (see

Table 2). Distance to shrubland was related posi-

tively to successful acquisition when modeled using

the raw weights (i.e. probability of successful acqui-

sition) and when considering Pacq (missed fix) and

locational error. 100m,but relatednegativelywhen

modeled using Pacq (missed fix) and locational error

. 20 m (see Table 2).

Mapping fix success

Weused coefficient estimates fromTable 2 and raster

calculator in Spatial Analyst of ArcGIS to develop

spatially-explicit maps of Pacq across the landscape

(see Fig. 2). Although relationships were consistent

across most variables in the three models, the spatial

depiction of probability of successful acquisitionwas

different based on the percentage of cells in each

range of values (see Fig. 2). Most of the landscape

provided a high Pacq when mapped using raw

acquisition rates (see Fig. 2A). However, Pacq was

reduced across the landscape when modeling loca-

tional error as a missed fix, which became progres-

sively lower as the number of censored locations

increased (see Fig. 2B-C).

Winter resource selection of mule deer: an example

Estimating resource selection of mule deer during

winter revealed differences in coefficient estimates

and changing relationships (i.e. positive or negative)

Table 2. Coefficient estimates, precision (SE) and statistics for modeling probability of successfully acquiring (Pacq) a GPS location that was
based on vegetation and topographic features. The variables included had the lowest AICc (within each univariable model for each of the
vegetation and topographic features) when considering functional form (linear, quadratic or natural log-transformed).

Category Parameter Scale, form Estimate SE t-value P-value

Raw Slope 30-m, linear 0.3555 0.3099 1.15 0.251

Roughness 90-m, linear -0.5712 0.5682 -1.01 0.315

Shruba Distance, lnb 0.2968 0.2932 1.01 0.312

Rocka Distance, linear 0.0484 0.0344 1.41 0.159

Ripariana Distance, lnb -0.0754 0.3960 -0.19 0.849

Grassa Distance, linear -0.0478 0.0240 -1.99 0.046

. 100 m Slope 30-m, linear 0.3819 0.1539 2.48 0.013

Roughness 90-m, linear -0.7201 0.2876 -2.50 0.012

Shruba Distance, lnb 0.0681 0.1247 0.55 0.585

Rocka Distance, linear 0.0085 0.0086 0.99 0.324

Ripariana Distance, lnb -0.3917 0.1608 -2.44 0.015

Grassa Distance, linear -0.0402 0.0131 -3.07 0.002

. 20 m Slope 30-m, linear 0.4532 0.1473 3.08 0.002

Roughness 90-m, linear -0.8627 0.2663 -3.24 0.001

Shruba Distance, lnb -0.0495 0.1188 -0.42 0.677

Rocka Distance, linear 0.0052 0.0067 0.78 0.438

Ripariana Distance, lnb -0.4419 0.1433 -3.08 0.002

Grassa Distance, linear -0.0265 0.0122 -2.17 0.030

a Distance (m) to nearest cell containing each respective landscape feature
b Natural log-transformed distance value
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among the four weighting schemes (three with
weighting and one without weighting). During the
day, there was a consistent negative relationship for
three landscape features (i.e. distance to grass,
agriculture and disturbance), meaning deer had a
greater probability of selecting areas near these
features. Also, during the day, there was a consistent
and positive relationship for distance to riparian and
improved roads (Table 3); probability of using an
area increased farther away from riparian areas and
roads. The three remaining landscape features (i.e.
roughness, and distance to rock outcrop and shrub-
land) had changing relationships (positive or nega-
tive) depending on what map was used for analysis
(see Table 3).

At night, similar relationships were observed for
five of the landscape features (three positive and
two negative; see Table 3). Similar to daytime
selection of resources, 37.5% (N¼3) of landscape
features (i.e. distance to rock outcrop, shrubland
and agriculture) had varying relationships with
deer selection (see Table 3). These findings (i.e.
changing relationships and magnitude of coeffi-
cient estimates) reveal that accounting, or not
accounting, for fix success and locational error can
alter interpretation of animal selection patterns, as

well as mapping predicted probability of occur-
rence across the landscape (Fig. 3).

Validation

For this particular study area and population, it
appears that locational error may be a more signif-
icant source of bias than missed GPS fixes. GPS fix
success ranged from 98 to 100% for all GPS-collared
mule deer, with 17.5% of GPS locations having
PDOP � 4. For these reasons, the weighted maps
that accounted for missed fixes and locational error
(i.e. � 100 or � 20 m) had the highest validation.
During the day,� 71.5% of the validation sample

(N ¼ 523 locations) occurred within the highest
probability of use bin for all four weighting schemes
(Table 4). At night, � 63.1% of the locations (N¼
520) from the validation sample occurred within the
highest probability of use bin for all four weighting
scenarios (see Table 4). On average, when consider-
ing day and night validation, the missed fix þ. 100
m error-weighted map contained 88.9% of valida-
tion locations within the highest probability of use
bin, followed by the missed fix þ . 20 m error-
weighted map (86.6%) and the naı̈ve map (82.5%);
the raw weight map, based only on weighting of
probability of acquisition, validated poorly (67.3%;

Table 3. Coefficient estimates (6 SE) modeled using a discrete-choice model for probability of female mule deer resource use during the day
and night in southernWyoming and northernColorado duringwinter (January-April 2011). The estimateswere based on naı̈ve andweighted
maps corrected for probability of acquisition (raw) and probability of acquisition including locational error (. 100 and. 20m). Roughness
(SD of elevation) was modeled as a linear term at 90-m scale, distance (m) to shrub and riparian was modeled as a natural log-transformed
term, anddistance (m) to rock, grass, agriculture, anthropogenicdisturbance and roadsweremodeled as a linear term.Coefficient estimates in
italics were significant at P � 0.05.

Parameter

Naı̈ve Raw . 100 m . 20 m

Estimate SE Estimate SE Estimate SE Estimate SE

Day

Roughness 0.0612 0.0228 -6.1e-9 2.7e-7 1.8e-10 5.3e-9 1.2e-11 1.2e-10

Grass -0.0009 0.0011 , -0.0001 , 0.0001 -0.0002 0.0002 -0.0131 0.0056

Rock -0.0023 0.0006 0.7694 0.1133 1.2494 0.1974 1.4632 0.2280

Riparian 0.0172 0.0385 0.1993 0.4125 0.0168 0.0217 0.0115 0.0141

Shrub -0.1611 0.0105 0.6399 0.0375 2.5098 0.1343 -3.2521 0.1780

Agriculture -0.0003 0.0001 -0.0003 0.0001 -0.0002 0.0001 -0.0003 0.0001

Disturbance -0.0004 0.0001 -0.0005 0.0001 -0.0004 0.0001 -0.0004 0.0001

Roads 0.0001 0.0002 0.0001 0.0002 0.0002 0.0002 0.0002 0.0002

Night

Roughness 0.1016 0.0164 1.1e-6 2.5e-7 2.2e-8 5.6e-9 6.1e-10 2.4e-10

Grass -0.0022 0.0010 , -0.0001 , 0.0001 -0.0002 0.0002 -0.0122 0.0061

Rock -0.0029 0.0004 0.8104 0.1192 1.4588 0.2034 1.7389 0.2358

Riparian 0.0063 0.0331 0.1974 0.3850 0.0247 0.0201 0.0176 0.0129

Shrub -0.1380 0.0095 0.5453 0.0339 2.1220 0.1367 -2.7562 0.1590

Agriculture , 0.0001 , 0.0001 -0.0001 0.0001 , -0.0001 0.0001 , -0.0001 0.0001

Disturbance -0.0004 0.0001 -0.0006 0.0001 -0.0005 0.0001 -0.0005 0.0001

Roads 0.0002 0.0001 0.0003 0.0001 0.0002 0.0001 0.0002 0.0001
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see Table 4). All combinations of maps (i.e. naı̈ve,
raw weight and missed fix þ . 100 or . 20 m
locational error) and time periods (i.e. day and night)
revealed that the percentage of locations in each bin
increased monotonically with bin rank (P � 0.037),
except for the rawmap at night (q¼0.7, P¼0.188), in
which percentage of locations did not significantly
increase with bin rank (see Table 4).

Discussion

Inverse weighting proved to be an acceptable and
easily applied technique to account for biases asso-
ciated with acquiring a GPS location (Pacq) and
locational error. However, weighting maps using
only raw Pacq resulted in the poorest validation of all
maps. Taking locational error into account,modeled
as a missed fix, greatly improved validation. Not
accounting for locational error (i.e. only weighting
based on missed fixes) may be the reason why
previous researchers (D’Eon 2003, Polfus et al. 2011)

suggested that data sets containing . 90% of the
data could be analyzed safely without the need for
correcting or weighting for missedGPS locations. In
this study, even with removal of data due to
locational error, we were still able to maintain �
92.7% of all test collar locations (range: 77.3-99.7%;
see Table 1). Even in the presence of a high
probability of acquisition, we observed significant
improvement in spatial mapping, validation and
estimationof the effects of landscape features on deer
resource selection, likely because locational error (or
high PDOP)was amore significant formof bias than
missed fixes. This finding is also in contrast to a
previous study (Wells et al. 2011) that found coeffi-
cient estimates did not change, and accuracy of
habitat models only improved 1-2% (on average)
after sample weighting in a population of mountain
goatsOreamnos americanus. These data, and that of
others, reveal that accounting for both missed GPS
fixes and locational error may provide more reliable
estimates of resource selection than only accounting
for missed GPS fixes.

Figure 3. Spatially-explicit depiction of day-

time occurrence of female mule deer in

southern Wyoming and northern Colorado

during winter (January-April 2011) using

naı̈ve (A), raw (B) and weighted maps that

removed locations with . 100 m (C) and .

20 m error (D).
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A primary reason for weighting landscape layers
before analysis is because Pacq and locational error
are not random relative to landscape and topograph-
ic features. Locational error and Pacq did occur in a
predictable manner; a primary requisite for develop-
ing weighting factors. This finding is similar to
previous studies that reported varying quality of fixes
(that relates to locational error) and Pacq across
different habitats and environments (D’Eon et al.
2002, Frair et al. 2004, Cain et al. 2005, Sager-
Fradkin et al. 2007, Jiang et al. 2008, Bourgoin et al.
2009). It has been suggested that sample weighting
cannot be applied to individual locations (Frair et al.
2004). However, we applied weighting to each
individual GPS location through the development
of weighted layers in GIS and extraction of these
values to points. In this process, each raster cell,
based on probability of successful acquisition, was
weighted by the inverse probability for that partic-
ular cell (1/Pacq). Thus, each GPS location, and
random location, was weighted prior to analysis.

Other potential benefits of the outlined approach
include: 1) ease of application and 2) ability to
maintain sample size (i.e. does not require data
reduction or screening of empirical data). We
employed commonly used resource selection meth-
ods and statistical techniques. We used generalized
linear mixed models and logistic regression to
spatially depict probability of successful acquisition
across the landscape.We further refined themaps by
developing weighting factors in a spatially-explicit
framework that allows GIS users to weight the
landscape prior to obtaining empirical data (if using
test collar data to build weighted maps). This makes
the extraction of weighted values simple and allows a
smooth transition of data directly into a statistical
analysis program. Finally, censoring data from test
collars, based on locational error, allowed all empir-
ical data to be retained in the final resource selection

analysis. Censoring empirical data due to fix quality
is common (D’Eon et al. 2002, Frair et al. 2010), but
can lead to additional biases (Lewis et al. 2007).
Using these methods, Pacq and locational error are
only known for test collars, but the reason for
locational error in test collars also would extend to
GPS collars on animals. This means that if rough
topography increased locational error of test collars,
then locational error ofGPS collarswould alsooccur
(including increased PDOP). There likely was inher-
ent locational error inGPS collarswornbymule deer
in our case study, but because the relationships
between test collars and empirical collars are the
same,we limited censoringof empirical locations due
to locational error. Censoring test collar data due to
locational error ultimately results in increased
weighting, thereby maintaining sample size of em-
pirical data and improving validation.
A primary purpose for the development of re-

source selection models is for their application and
ability to predict occurrence with a high level of
accuracy (Boyce et al. 2002, Wiens et al. 2008). Our
study, and those of others (Frair et al. 2004),
demonstrate that varying levels of bias associated
with GPS fix success and locational error influence
coefficient estimates of resource selection models,
depending on the magnitude of missing locations
(herein locational error was modeled as a missed
GPS fix). Based on these findings, investigators
should be cognizant of how bias in the collection of
GPS locations can result in altered interpretations of
selection patterns. A major concern is that models
not accounting for bias, or those that are improperly
tested, could lead to serious errors in the interpreta-
tionof results, subsequently influencingmanagement
decisions (Wiens et al. 2008). It will be up to the
investigators to determine how much error is allow-
ablewhenvalidating animal occurrencemaps, and to
decide which map to choose for interpretation. The

Table 4. Percentage (%)of femalemule deer (N¼4) locations (N¼1,043), withheld as a validation data set, correctly classified using naı̈ve and
weighted maps corrected for probability of acquisition (raw), and probability of acquisition including locational error (. 100 and . 20 m).
Percentagesmaynot sum to100%due to rounding.ASpearman rank correlation testwas used toassesswhether thepercentageof locations in
each of the five bins (1-5) increased monotonically with bin rank.

Bin

Naı̈ve Raw . 100 m . 20 m

Daya Nightb Avg Dayb Nightc Avg Daya Nighta Avg Daya Nighta Avg

Highest 89.7 75.2 82.5 71.5 63.1 67.3 90.2 87.5 88.9 85.3 87.9 86.6

High 7.5 14.8 11.2 24.9 12.9 18.9 6.7 7.9 7.3 10.3 7.1 8.7

Moderate 2.3 5.0 3.7 1.3 10.2 5.8 2.5 3.8 3.2 4.2 4.4 4.3

Low 0.6 1.7 1.2 2.3 13.3 7.8 0.6 0.8 0.7 0.2 0.6 0.4

Lowest 0.0 3.3 1.7 0.0 0.6 0.3 0.0 0.0 0.0 0.0 0.0 0.0

a q¼1.0, P , 0.001; b q¼ 0.9, P¼0.037; c q¼ 0.7, P¼0.188
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primary requisite for overcoming bias and proper
interpretation of results lies with the validation
process itself. Numerous methods exist to validate
predictive maps, such as using an independent data
set, withholding independent individuals from the
model building process (as used here), or jackknifing
procedures that withhold individuals, one at a time,
and iteratively rebuildmaps at each step.At any rate,
validation is necessary to make informed decisions
on the level of weighting necessary to make reliable
inferences from the data.

Our study took place during winter; both test
collar data and mule deer locations were collected
during the same season. When studies span multiple
annual cyclesor seasons, developing separateweight-
ed maps for each season may be required because
previous research has identified varying fix success
rates across months and seasons (Sager-Fradkin et
al. 2007). A likely explanation as to why researchers
identified varying fix success across seasons may be
due to plant phenology. For example, canopy cover
changes with season and has been identified as a
primary vegetation component influencing fix rate
success (Rempel et al. 1995, D’Eon et al. 2002). Plant
phenology changes with season, which likely results
in changing fix success and locational error during
each season. Within the framework presented,
developing seasonal weighting factors will provide
an easy fix to account for changing plant phenology.
Subsequently, extracting values from each weighted
map to the season-specific GPS location is straight-
forward.

We are optimistic that these results will provide
baseline methodology to account for both missed
GPS fixes and locational error into one unified
analytical framework.With that said, there likely is
potential to further refine the methods presented
herein. First, if spatial autocorrelation is an issue
(e.g. Dormann et al. 2007), researchers have two
options: 1) empirically model the autocorrelation
in the data by including extra parameters known as
autocovariates (e.g. neighbourhood statistics, dis-
tance to similar habitat patches, easting and
westing) or 2) account for the spatial autocorrela-
tion in the data during modeling by specifying the
appropriate covariance structure, use of random
effects, or strata to designate where the correlation
occurs (as in the approach we used). Second, it will
be valuable to test, or simulate, the effects of
variable temporal resolutions on the weighting and
prediction of resource models. For instance, dif-
ferentweighting schemesmay need to be developed

for GPS locations collected every 30 minutes vs

every three hours, or when data are filtered to
achieve independence. Finally, it would be prudent
to test these methods, and those of others, on

various taxa to assess the general applicability of
these methods on a wide variety of species.

Conclusions

Based on the data presented herein, relationships
(positive or negative) and magnitude of effect
(coefficient estimates) differed among the four sets
of maps analyzed. Additionally, validation and
spatial prediction of occurrence were sensitive to
subtle changes in the magnitude of selection (even
when all signs (þ, -) remained the same). Without
weighting factors, the importance of landscape
features may be over- or underestimated, which
can have serious consequences when planning
development, or creating management and con-
servation guidelines. It is often difficult to over-
come both fix-rate bias and location imprecision
when analyzing resource selection of animals
(Frair et al. 2010). Our approach offers a simple
solution to accounting for fix rate bias (i.e. prob-
ability of successfully acquiring a GPS location)
and location imprecision (i.e. locational error). Fix
rate bias is accounted for directly in the analysis
whereas locational error of animal locations is
modeled indirectly through the censoring of test
collar locations, thus providing more weight to
habitats that influence both fix success and loca-
tional error. This proved to be an effective ap-
proach that resulted in increased predictive ability
of maps based on an independent validation
sample of mule deer withheld from model devel-
opment. Many studies on resource selection of
animals proceed without correcting, or accounting
for, sources of bias (missed GPS locations, loca-
tional error or quality of fix) that typically influ-
ence interpretation of results (Frair et al. 2004).
Therefore, we caution researchers against using
raw data without testing and accounting for the
effects of locational error and missed GPS loca-
tions.
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Kissling, W.D., Kühn, I., Ohlemüller, R., Peres-Neto,
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Appendices

Appendix I. Photographs depicting rock

outcrops and surrounding areas in southern

Wyoming and northern Colorado used by

female mule deer during winter (January-

April 2011). Photographs courtesy of M.R.

Dzialak.
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Appendix II. Flow chart depicting the pro-

cessof collecting test data (usingGPScollars)

and subsequent analysis, modeling and

weighting prior to incorporation with empir-

ical data (inset; dashed lines). The general

process follows: 1) place GPS test collars in

habitat types 1. . .Nacross the rangeof values

(low tohigh) for each type; 2) locational error

at two levels (� 20 and� 100 m) is modeled

as amissed fix in a logistic regression analysis

(subscripts represent weighting based on

three scenarios including raw fix rate (a),

and locational error censored at � 20 m (b)

and locational error censored at� 100m (c);

3) coefficient estimates from the logistic

regression analysis are used to map proba-

bility of acquisition (Pacq) in each vegetation

type (grassland, shrubland, riparian, rock

outcrop) for scenarios a, b, and c; 4) for each

scenario (a, b and c), each raster cell is

weighted by calculating the inverse of Pacq (1/

Pacq) for vegetation types 1. . .N; 5) weights

(N ¼ 12 weights (three scenarios 3 four

vegetation types)) are extracted to the em-

pirical data (e.g. deer locations and random

locations); 6) for each scenario (a, b and c),

empiricaldataareanalyzedusingconditional

logistic regression (i.e. discrete-choicemodel)

based on the use (value ¼ 1) vs availability

(value ¼ 0) design; 7) probability of using

each vegetation type (N¼ 4) ismappedusing

Spatial Analyst for each weighting scenario

a, b and c; 8) layers are combined (added)

together for eachweighting scenario (a, band

c) todevelop a finalmapproduct that depicts

predicted probability of animal (i.e. deer)

occurrence across the landscape (see Fig. 3C

in text); and 9) maps for weighting scenarios

a, b and c are validated using an independent

sample of deer (N¼ 4). To spatially depict an

overall estimate of Pacq across the landscape,

Pacq is summed across habitat types 1. . .N
(see step 3 above) for scenarios a, b and c;

thus each raster cell throughout the study

area has a value for Pacq, and this value often

differs across scenariosa,bandc (seeFig. 2 in

text). Scenarios a, b and c are consistent with

Figure 2 (in text) that depicts the three

compositemaps ofPacq.Diamonds represent

input data, square/rectangles represent a

map product and ovals represent variables

(either dependent or independent) or analy-

sis.

� WILDLIFE BIOLOGY 19:3 (2013) 273

Downloaded From: https://bioone.org/journals/Wildlife-Biology on 19 Apr 2024
Terms of Use: https://bioone.org/terms-of-use



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ([Based on 'AP_Press'] Use these settings to create PDF documents with higher image resolution for high quality pre-press printing. The PDF documents can be opened with Acrobat and Reader 5.0 and later. These settings require font embedding.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (U.S. Web Coated \(SWOP\) v2)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


